Biost 2055: Homework 3
Due: 2/29
1. (6 points) Read in the data set “120217_cellCycleData.txt” and perform KNN imputation as was done in the lab. Use only the alpha-factor synchronized data (the 6th to 23rd columns) in the data set.

(a) Project the 800 genes onto two dimensional space using PCA and MDS respectively. Label the genes of different functional annotation (“G1”, “S”, “S/G2”, “G2/M”, “M/G1”) with differential colors (col=1~5) and text symbols (1~5) as was shown on the lecture slide.
(b) Given the truth in the data sets (“G1”, “S”, “S/G2”, “G2/M”, “M/G1” in the last column). Calculate adjusted Rand indexes (“adjustedRandIndex” in “mclust” package) for the clustering results from hierarchical clustering (K=5), K-means (K=5), and SOM (grid 1×5). 

(c) Plot the cluster patterns from each method as we did for the five functional annotations in the lab.

(d) Plot the heatmap of cluster patterns from each method as we did for K-means in the lab.
2. (6 points) Use the small simulated data set “data_simu_tight_clust.txt”. This homework will walk you through the basic idea of tight clustering. Set random generator seed at 12345 (put set.seed(12345) before subsampling).
(a) Draw a scatter plot of the 11 points. The data set consists of 11 points on two dimensional space. Take a 70% random subsample (i.e. 8 out of 11 points). Perform K-means clustering (K=2) on the subsample.

(R functions used: sample, kmeans.)
(b) Use the K-means centers to judge the whole data set. Each of the 11 points is assigned to the nearest subsample clustering centers. Thus a subsampling-judged clustering on the whole data is obtained. Print out the clustering result
(c) Transform the subsampling-judged clustering on the whole data to a co-membership matrix. The co-membership matrix is a 11(11 matrix where each element represents whether a pair of points are in the same cluster (i.e. 1) or not (i.e. 0).

(d) Repeat (a) to (c) for 10 times. Average the ten co-membership matrixes and print out the averaged co-membership matrix. You should see from this matrix that the first five points and the second five points are stably clustered together. The 11th point is a noise point.

Reference: check course slide and the paper: George C. Tseng and Wing H. Wong. (2005) Tight Clustering: A Resampling-based Approach for Identifying Stable and Tight Patterns in Data. Biometrics.61:10-16.
Bonus questions:

1. Write a function to calculate adjusted Rand index using formula provided in the course slide. You may verify it with the “adjustedRandIndex” function. (1pt)

2. Write a function to perform hierarchical clustering for single linkage with the same input and output as “hclust”. (2pt)

3. Write a function to perform K-means with the same input and output as “kmeans”. (2pt)
4. After standardization to mean0 and stdev1, the Euclidean distance and correlation distance becomes equivalent. (1pt)
Homework should be emailed to the TA with all the generated R code, data matrixes and figures in a compressed zip file.
