Manual for PW-Kmeans (ANSI C version)

Data format:

Data matrix


See the attached file, "testData.txt". It comes with the number of genes and then number of samples in the first row. Then sample names at the second rows and then the data matrix. The first column is reserved for geneID and second for annotation. 
Note there should be no space after the last number at each row.

Prior Information

See the attached file, “priorInfo.txt”. The first row contains the number of pathways (3) and the total number of genes in the pathways (8). From the second row, the data contains two columns: the first column shows the numeric pathway ID and the second column shows the position of the gene in the original data matrix. In the “priorInfor.txt”, for example, the first known pathway contains two genes (the 3rd and 24th genes in the data matrix) and the second and third pathways both have three genes.
Method:


Go to the directory where "PWKmeans.exe" resides. Type commands like the following.
1. traditional K-means or K-medoids
PWKmeans 1 C:\temp\ testData.txt p 3 10000 12345 0.1

A Kmeans or K-medoids clustering result will be saved in the same folder as the file name "k_k3_EMnum10000_seed12345_testData.txt". The following 7 parameters are needed for Kmeans.
1. routineNum: ‘1’ means performing clustering.
2. workingDir: the working directory where data resides. All output files will also be saved in this directory.
3. dataFileName: the data matrix. See data format for details. 

4. clustMethod: ‘k’ means K-means; ‘m’ means K-medoids.
5. K: number of clusters

6. EMnum: number of random initial

7. seed: random seed

2. Perform Penalized K-means without prior information

PWKmeans 1 C:\temp\ testData.txt p 3 10000 12345 0.1

A P-Kmeans clustering result will be saved in the same folder as the file name "p_k3_lambda0.1_EMnum10000_seed12345_testData.txt". The following 8 parameters are needed for P-Kmeans.
1. routineNum: ‘1’ means performing clustering.
2. workingDir: the working directory where data resides. All output files will also be saved in this directory.
3. dataFileName: the data matrix. See data format for details. 

4. clustMethod: ‘p’ means Penalized K-means 

5. K: number of clusters

6. EMnum: number of random initial

7. seed: random seed

8. lambda: the parameter λ in P-Kmeans.

3. Perform Penalized and weighted K-means with prior information

PWKmeans 1 C:\temp\ testData.txt w 3 10000 12345 0.1 0.2 3 badPriorInfo.txt


A PW-Kmeans clustering result will be saved in the same folder as the file name "w_k3_lambda0.1_alpha0.2_tau3._EMnum10000_seed12345_testData.txt". The following 12 parameters are needed for P-Kmeans.
1. routineNum: ‘1’ means performing clustering.
2. workingDir: the working directory where data resides. All output files will also be saved in this directory.
3. dataFileName: the data matrix. See data format for details. 

4. clustMethod: ‘w’ means Penalized and Weighted K-means 

5. K: number of clusters

6. EMnum: number of random initial

7. seed: random seed

8. lambda: the parameter λ in PW-Kmeans.

9. alpha: the parameter α in the weight design of PW-Kmeans.

10. tau: the parameter τ in the weight design of PW-Kmeans.

11. priorInfoFileName: the text file where prior information is saved

4. Estimate K and λ in P-Kmeans

PWKmeans 2 C:\temp\ testData.txt p 2 6 0.1 1.1 10 100 12345 10
A Kmeans or K-medoids clustering result will be saved in the same folder as the file name "parEst_p_k2_6_lambda0.1_1.1_10._EMnum100_CVnum10_testData.txt". The following 12 parameters are needed for this purpose.
1. routineNum: ‘2’ means estimate parameters.
2. workingDir: the working directory where data resides. All output files will also be saved in this directory.
3. dataFileName: the data matrix. See data format for details. 

4. clustMethod: ‘p’ means penalized-Kmeans.

5. minK: the minimum number of clusters K to be evaluated
6. maxK: the maximum number of clusters K to be evaluated

7. min_lambda: the minimum λ to be evaluated

8. max_lambda: the maximum λ to be evaluated

9. int_lambda: the number of intervals desired to create grids between min_lambda and max_lambda.

10. EMnum: number of random initial

11. seed: random seed

12. CVnum: number of resampling to calculate prediction strength

